A Solution for Product Pricing in Densely Packed Scenes
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1. Task Introduction

The task of CVPR2021 Product Pricing Challenge is to
obtain the price of the product in the product box through
the price tag near the product box under the premise of giv-
ing the product box. This challenge is based on the new
TraxPricing dataset. The TraxPricing dataset contains 651
images and 15063 products. Among them, 585 pictures are
the training set, which contains 13376 products. The re-
maining 66 pictures are the validation set, which contains
1687 products. These images are randomly selected in or-
der to avoid multiple appearances of shelves from the same
supermarket in a small subset.

Finally, all methods will be tested on the new test set,
and the test set is announced without annotation. The test
method is provided by the evaluation code published by the
organizer. Our final score is 0.922806662182, and we win
the first place in this competition.

2. Method

Figure 1. Our product price tag recognition dataset.

Our method can be divided into four modules, which are
object detection, product and price tag matching, text recog-
nition, and get the confidence of each price. And our solu-
tion is shown in Figure (2).

Dataset: In order to improve the accuracy of the model’s
recognition on price tags, we mainly use two datasets for
training. One is the SVHN (Street View House Number)
dataset [8]] , which is derived from Google Street View
House Number. The pictures in this dataset are all printed
house numbers, which are similar to the task scene, so we
use them for training. The other is the dataset we make
based on the TraxPricing dataset. We manually crop the
images in the dataset, and crop the effective price tags for
training (as shown in the Figure (T))). We name this dataset
the product price tag recognition dataset. At the same time,
we record the coordinates of the price tag as a training set
for object detection. We name this dataset the product price
tag detection dataset. Both datasets contain 12736 images.
Experiments have proved that after training on the above
two datasets, the accuracy of our model has been greatly
improved.

Object detection: In the object detection part, we use
Cascade R-CNN [[1] as the baseline, we replace different
backbones, and find that when ResNeXt-64x4d [3] is used
as the backbone, the detection accuracy of the price tag is
the highest. At the same time, we replace FPN [7] with
PAFPN [9] as the neck. Experiments have proved that this
is effective.

The matching algorithm: When designing the match-
ing algorithm, we naturally think that the price tag clos-
est to the product has the greatest possibility. At the
same time, in order to make the candidate price label ob-
tained by the detection better, we select the sample with
SCOT€getection>0.1 during object detection as the candi-
date price label. Suppose the coordinates of the com-
modity box are (Tmin,Ymin, Tmaz, Ymaz), We use the
center coordinates of the bottom of the product coor-
dinate p= (%minfimaz g ..) to represent this product.
In the same way, for each candidate price tag obtained
through object detection, we can know its coordinates as
(Trmin, Ymin, Tmaz, Ymaz )- Different from the product box,
we use the top center coordinate T:(W, Ymin) tO
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Figure 2. An overview of our solution.

Table 1. Comparisons with different methods trained on our price tag detection validation set.

Method

Backbone Input

AP(valset)

Faster R-CNN

Cascade R-CNN
Cascade R-CNN

ResNet-50 [6]]

Faster R-CNN ResNet-50 (1800,900) 72.2
Faster R-CNN+PAFPN ResNet-50 (1800,900) 72.3
DetectoRS ResNet-50 (1800,900) 73.5
Cascade R-CNN ResNet-50 (1800,900) 74.7
Cascade R-CNN ResNet-101 (1800,900) 75.0

Res2Net-101 [3]]
ResNeXt-64x4d

(1333,300) 715

(1800,900) 76.2
(1800,900) 76.3

represent the price tag.

So the problem of matching the product and the price tag
is transformed into calculating the Euclidean distance from
coordinate p to 71,75, . . ., T),(n is the number of price tags
to be matched in a picture). If the Euclidean distance be-
tween T; and p is the smallest, then the product matches the
price tag corresponding to 7;.

Text recognition: In fact, in the text recognition part,
we try to add SHVN, an external dataset containing printed
numbers, but experiments show that adding the dataset did
not work well. In the end, our text recognition model
only use our product price tag recognition dataset. Product
price tag recognition dataset, the dataset we manually pro-
duce contains the price labels corresponding to the marked
product boxes and does not additionally mark the price la-
bels corresponding to unmarked products. We selected Ro-
bustScanner [12]] as our baseline, as this method proves to
be very effective in identifying irregular texts such as price
texts.

Confidence: The selection of confidence is very im-
portant to the result of the competition. Our selection of
confidence is related to the three links of object detection,
matching and text recognition. Firstly considering the im-
pact of the matching process on confidence. We believe
that the closer the price tag is to the product, the higher
the probability that the price tag will match correctly. We
set the distance from product coordinate p to the price tag

(Ty,Ts,...,T,) as (D1,Ds, ..., D,), and the smallest in
(D1, D, ...,D,)is D;, then the confidence of product P

is
n 2 2
C _ (Zk:l ‘Dk:) — Di
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Confidence is obviously not only related to matching. In
fact, it is easy to match correctly but wrong text recognition
in the actual process. Considering this situation, we multi-
ply C with the score obtained from text recognition to get
the final confidence

e))

Ofinal =C- SCOT €text—recog (2)

3. Experiments

Table 2. The effect of selecting different object detection scores on
the results of the validation set.

Score | Precision | Average Precision

0 0.764 0.767
0.1 0.765 0.768
0.3 0.764 0.769
0.5 0.764 0.771
0.7 0.763 0.772
0.9 0.753 0.779
0.99 0.617 0.802




Table 3. The effect of selecting different object detection scores and confidence on the results of the validation set.

Method Score Precision | Average Precision
A (0,0) 0.764 0.767
B (0.99,0.99) 0.617 0.802
C (0,0.99) 0.764 0.835

Table 4. Comparisons with different methods trained on our price tag recognition validation set.

Confidence Method Score Precision | Average Precision
C (0,0) 0.764 0.767
C (0.1,0.1) 0.765 0.768
C (0.1,0.99) 0.765 0.835
Ctinal (0.1,0.99) 0.765 0.888

All of our experiments are implemented on PyTorch, and
our object detection experiments are based on MMDetec-
tion [2]. Besides, our text recognition experiments are based
on MMOCR [4].

Object detection: In the part of detecting product price
tags, we train different models, as Table [1| shows. We di-
vide product price tag detection dataset into training set and
validation set according to the ratio of 9 to 1. We resize
the input images to keep their shorter side being 900 and
their longer side less or equal to 1800. And through ex-
periments, PAFPN can achieve higher accuracy. The whole
network is trained using the Stochastic Gradient Descent
(SGD) algorithm with 0.9 momentum and 0.0001 weight
decay. We train detectors with 1 GPU (2 images per GPU)
for 20 epochs with an initial learning rate of 0.0025, and re-
duce to 1/10 after 16 and 19 epochs respectively. All other
hyper-parameters follow the settings in Cascade R-CNN.

Text recognition: We divide product price tag recogni-
tion dataset into training set and validation set according to
the ratio of 9 to 1. We train a text recognition model us-
ing RobustScanner. We resize the input image during train-
ing, we keep the aspect ratio of the input image unchanged,
and at the same time set the height to 78 and the height to
between 56 and 210, and at the same time, our optimizer
chooses Adam during the training process. We train detec-
tors with 1 GPU (192 images per GPU) for 5 epochs with
an initial learning rate of 0.001, and reduce to 1/10 after 3
and 4 epochs respectively. During the test, we adjust the
height to 88, and the aspect ratio remain unchanged when
the width is within the range of 80 and 210.

Confidecnce: Good confidence can greatly improve the
final result. As Table 2 shows, because the detection score is
more related to matching, we set the confidence to Equation
(T) instead of Equation (). When the score is 0.1, the preci-
sion is the highest, which means that most of the false detec-
tion boxes are excluded. When the score is higher than 0.1,
the precision gradually decreases as the score increases, in-
dicating that some correct candidate price tags are excluded
at this time, resulting in a match the probability of success
decreases. Interestingly, although the precision has dropped

drastically, the final result has improved a lot. We believe
that this is related to our confidence formula. When a price
tag is matched with the closest distance to the product and
the detection score is high, then the confidence correspond-
ing to this price tag will be very high. And if the detection
score of this price tag is lower than the threshold we set, it
will only be found in the remaining price tags that meet the
requirements. Because the minimum distance between the
price tag and the product will be larger than before, the con-
fidence obtained will be lower than the previous situation.
And the result of the Table 3] shows that our idea is correct.
Among them, method A and B use the image and confi-
dence when score is equal to 0 and 0.99 to test, and method
C uses the price tag image obtained when score=0 and the
confidence obtained when score=0.99. It can be seen from
the experimental results that this method is very effective.
Finally, the experimental results are shown in the Table (4
It can be seen that C'f;nq; is useful, at the same time, we
select the image obtained when score=0.1 and the matching
confidence obtained when score=0.99 can achieve the best
results.
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